The optically coded card: general system- and

security aspects

H. Lienhard

In this issue the first products of the application of coherent optics and of Landis
& Gyr-card technology are presented: the PHONOCARD® System and the ID 2000
Access Control System. This section will explain some system concepts as well
as a number of information theoretical considerations on the security of such

card systems.

1. Introduction

The products mentioned each give one
example of two application areas with
different card types: the voucher card
and the identification card, or I1D-card
for short.

Both cards contain a certain number
of optically coded units which in one
case represent value units that may be
consumed and in the other case infor-
mation units. Basiscally we are deal-
ing with two old acquaintances: the
ticket (devalued by punched holes) and
the identity card (credit card, etc.).
Since these documents may only be
made or issued by special authorized
departments, the authenticity must be
easily checkable and the documents
must be difficult to counterfeit. Con-
trary to these classical cases however,
we are interested here only in such
documents which are to be accepted
and examined exclusively by
machines. However complex such
machines (referred to as acceptors)
may be, compared to humans they
possess negligibly little ability in
recognizing complex patterns. Hence,
in order to attain systems of high
security, special requirements for the
authenticity features must be made;
above all, document and acceptor
must be well matched.

The acceptor should refuse genuine
documents only very rarely; on the
other hand it must reject counterfeits
with a high probability. In addition to
this, for many applications it should
also be inexpensive.

2. W- and E-systems

We distinguish between two fun-
damentally different systems involving
machine readable documents:

W-system (rewriting system) - the
document can be modified (rewritten)
by the acceptor.

E-system (erasing system) - informa-
tion can at most be erased in the ac-
ceptor,

Thus for the voucher system we have
in case W "reloadable cards’, while in
case E the value units are physically
destroyed.

A relatively secure acceptor can be
realized with a reasonable amount of
effort if selection and quality of the
parameters which are relevant for the
acceptor ensure the following:

- an imitation of the authentic units
of the documents is improbable,
since it would be technologically
difficult or too expensive,

- good discrimination against the
most common counterfeits s
guaranteed (a measure for the
discrimination will be introduced in
the appendix, together with possible
decision procedures).

If the acceptor is to be generally ac-
cessible, these conditions can hardly
be attained with the W-system: In the
first place the "difficult technology”
for the production of these units in
such an acceptor is practically out of

UDC: 351.755.6.535.2535 411

the guestion. Secondly, the theft of
such a device allows the forger to
generate such units himself. W-sys-
tems are therefore to be considered in-
herently insecure (a classic example:
the magnetic card). For this reason the
Landis & Gyr-card systems, the
PHONOCARD and the ID 2000, have
both been designed as E-Systems.

3. System levels

Although our money-replacement and
ID systems serve different purposes,
from a technical standpoint they may
be dealt with together. In addition to
the value units, the value cards also
contain certain ID information (e.g.
date of issue); the |ID cards on the
other hand are individualized by “eras-
ing"”, though this does not take place
in the acceptor, as does the devalu-
ation of the value card, but in a
{securely kept) special programming
device. We shall represent a still valid
value unit or a binary one as 1; and an
erased value unit or a binary zero as 0.
The still unused value cards and the
“blank™ ID cards both contain a se-
quence of 1's, which is then changed
by erasing:
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Fig. 1 Logical levels and their tasks in a card system
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Essentially three logical levels which
are relatively loosely coupled can be
identified in the card system (see
fig. 1)

- The first level - the optical represen-
tation - stands for the individual in-
formation (or value) unit. The unit is
physically represented on this level.

- The second level - the code level -
already operates with abstract sym-
bols (0, 1). Sequences of such sym-
bols are combined into words ("bit-
strings™). On this level the encoding,
perhaps also the encryption (of the
card) is examind in the acceptor.

- The third level - the data processing
level - This level comprises the ac-
tual data processing as validation
via black-lists, etc. In the case of
autonomous acceptors this s
ususally done within the
microprocessor built into the accep-
tor; in complete access control
systems part of this data process-
ing may be taken over by a central
processor.

4. lllegal erasing

On the first level the authenticity of the
1's and 0's is examined. While the
generation of authentic 1's (of the
optically encoded pattern) is very dif-
ficult, therefore lessening the pro-
bability of an illegal generation, illegal
erasing, i.e. the generation of authen-
tic 0’'s, Is likely to be much easier. The
illegal erasing of units on a value card
can only decrease the card’'s value;
with the ID card attempts may be made
to alter the information (e.g. access
right) by erasing. Thus an asymmetry
exists in the security of the 0's ans 1's.
This asymmetry can be eliminated on
the second level, however, by ap-
propriate encoding of the bit se-
quence, For example, we can use an
encoding where the legal bit se-
guences always have a fixed number
of 0's an 1's. Upon reading a card, the
number of 0's and 1's is immediately
checked on level 2. An example: Let
the binary sequence contain 96 bits,
and let it be accepted only if it con-
tains exactly 48 0's and 48 1's. There
are (%) (=6.4 - 10?") such sequences

as opposed to 2% (=8 - 10?8 if no
restrictions are imposed. With the '48
out of 96 code”™ only approximately
one decimal place is lost as opposed
to the unrestricted binary encoding.

5. Encryption

As indicated above (fig. 1) we distin-
guish two types of encryption:
The card encryption and the encryp-
tion for the data transmission from the
acceptor to any control center. In the
first case the main point is the protec-
tion of the data bank; in the second
case it is the protection of the data
transmission. This second encryption
can be omitted if the transmission line
can be made inaccessible for all prac-
tical purposes.

By encrypting the cards one atlempts
to prevent people who are involved
with the production and operation of
such a system from misusing
knowledge about the data bank (e.g.
lists of those authorized for access)
and the data processing. Of course the
programmer who has programmed the
decoding and decryption obviously
knows these algorithms. If he also has
some knowledge of the representation
of legal codes in the data bank, he
might be able to guess at the card
codes themselves. This can be avoided
by the use of so-called *“*trap-door one-
-way" functions [1] [6]. Figure 2 shows
how a valid card information (Cl) for an
access control card might be stored in
the data bank. Now the card does not
contain this information but an en-
crypted form of it. This is generated in
a (securely kept) programming device
with a secret special function f (*):

card code CC’ = f (CI).

The inverse function f-! {) is applied to
CC’ in the acceptor, or where relevant
in the central unit. In an access control
system, for example, we check
whether 1 (CC") is present on the list
of those authorized for access. f must
be chosen in such a manner that
without knowledge of the special trap-
door information, it is practically im-
possible to derive f from . Thus even
knowledge of the ‘‘access list" or
“black list" is of little use.
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If the connecting line between ac-
ceptor and control center in an access
control system can be tapped outside
of the security area, one can gain il-
legal entry without using the acceptor:
It suffices to register a successful
signal sequence (one which causes
the doors to open), in order to put such
a sequence on the line at the ap-
propriate time. A complicated dialogue
between acceptor and control center
should make such an operation
somewhat more difficult, but basically
the situation remains unchanged. The
following stipulations must be made
for such a dialogue: It should be prac-
tically impossible to derive a suc-
cessful signal sequence E_., from
observing the n signal sequences S,

S, Sp eroreriSp ——A— E,.

If we choose an encryption that is
dependent on the time and the date
this can in principle be achieved [1].

The card encryption first mentioned,
which is concerned above all with the
protection of the system operator from
the suppliers of the cards and the ac-
ceptor, can be realized in several dif-
ferent ways. One interesting possibill-
ty is the use of one-way trap-door func-
tions mentioned above. Here the
decryption algorithm can be made
completely accessible without en-
dangering the system. However, if a
classical block encryption [2] is used,
the key K must be kept secret by the
system operator. A special “key card”,
with which the key is read into the ac-
ceptor, could be used for transmitting
the key securely to the acceptor.
Figure 3 illustrates a possible se-
quence of encodings/decodings in an
ID system.

6. Structure of the
acceptor

Basically the acceptor represents a
control and decision system; Figure 4
issustrates the general case. The in-
serted card is illuminated by the light
sources, the resulting radiation pat-
tern is collected by the detectors and
converted into analogue electrical
signals, which are then further pro-
cessed in the electronic part. Thus the
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sensor signals S, (1) are mapped onto
one point in a multi-dimensional de-
cision space, i.e. onto a vector Y of
digital values. The actual decision
alsgorithm is realized Iin the
microprocessor of the acceptor (see
also the appendix). The control and
regulation algorithms with which the
sources, erasing procedures and card
transport are controlled are contained
in the microprocessor also. In this way
not only the authenticity of the optical
pattern, but also e.g. the erasing
behavior of the card malerial can be
examined. The acceptor concept
chosen provides a great deal of flexi-
bility in addition to optimal security.

7. The decision problem

The decision procedures used must
provide a great deal of security against
attempts at fraud. At the same time
they must be able to be realized in a
simple and efficient manner by
microcomputer software. Such deci-
sion procedures can be derived with
the aid of statistical methods similar
to those used in estimation theory and
hypothesis tests. As mentioned above,
the sensor signals are mapped by an
electronic preprocessing (by an
operator T,) onto a vector Y of a deci-

sion space of dimension M. It is prac-
tically impossible, if N > 2, to find a
good decision procedure purely in-
tuitively. In the appendix we shall
show how the minimalization of the ex-
pected risk by erroneous decision (the
so-called Bayesian risk) leads to an op-
timal test (equation (7)). The procedure
is too unwieldy for implementation in
the acceptor; therefore a suboptimal,
but stricter, test is derived from the op-
timal one which produces a simple
decision procedure. By assuming a
Gaussian statistic, the procedure
separates the decision space by
hyperplanes into three areas: I'y, I'y and
the remainder. If the vector Y isin Ty, a
0 is decided upon; if itis in I',, the deci-
sion is fora 1.1f it is in neither Iy nor T,
the unit is not accepted. Numerically

this means a number of inequalities of
the form
aly

- ik —

< D
ki

must be checked where a, stands for
a precalculated row vector and d, for
precalculated constant (equations (17)
to (19)). Together with the decision pro-
cedure a discrimination measure, the
discrimination information, Iis also
introduced Iin the appendix. This
measure permits a quantitative evalu-
ation of the distinguishability of
various alternatives, e.g. the
distinguishability of a 1 from a certain
counterfeit. This measure can be used
as an aid for the specification of the
document parameters as well as for
the design of the acceptor.
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8. Connection to the
“inverse problem"

(see page 7)

Before a decision procedure is used,
we map - as mentioned before - the
measured data values with a transfor-
mation T, onto a vector Y in the de-
cision space. If the "inverse problem”,
abbreviated IP, is solvable, lLe. if e.g.
the intensity measurements of the far
field allow us to identify the optical
scatterer, we may use the representa-
tion space of the scatterer itself as our
decision space. We shall limit
ourselves here to the parametric case:
Let the pattern, or scatterer, be
described by a parameter vector Y of
dimension N. We derive the following
mapping from the solution of the “in-
verse problem™.

T,;: measurement space —»
decision space
(=representation
space)

The IP need not necessarily be
solvable for the decision process men-
tioned in the last paragraph. Instead
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it is assumed that the dangerous
counterfeits are a priori known. In this
case it suffices to protect oneself from
these counterfeits; i.e. in the decision
space we need sufficient ''distance”
between authentic patterns and these
counterfeits. In order to quantify this
"distance” numerically, we use a
suitable discrimination measure.

If there is no a priori knowledge of
such counterfeits, however, one must
proceed differently: One must
guarantee that the measurement data,
which lead to a decision of
“authentic”, originate with high pro-
bability from only one certain (authen-
tic) pattern. In this case the IP must
have a stable, if possible unique, solu-
tion. Ambiguity can in principle only be
allowed if each of the solutions, i.e.
each of the possible patterns, is dif-
ficult to produce. If the measurement
data are mapped onto a decision
space, no discrimination information
should be lost in the process. In the
decision space the neighbourhoods I,
and I, can be defined for the accep-
tance of the legal patterns 0 and 1 by
using the discrimination measure-
ment; the environnements are chosen
so small that the minimal required ac-
ceptance rate for authentic units is
just achieved [3). The requirement of
the solvability of the IP calls for exten-
sive measurement data; the procedure
is feasible only if the required effort is
acceptable. In the acceptor the
passive scatterer is illuminated, pro-
ducing signals in a measurement
space M: let this be the *‘reading
transformation™ Ty (fig. 5). Further let
the representation space of the scat-
terers (or patterns) be®, and the deci-
sion function be I', then the entire ac-
ceptance procedure may be shown as
in figure 5.

9. System separation

We have mentioned two decision pro-
cedures:

In one we assume knowledge of

dangerous counterfeits, in the other
we do not. In reality certain

{0,1 Not Aulh-ntu:ll

Fig. 5 Acceptance procedure

counterfeits are usually known. Thus
in a system such as Phonocard (see
page 39) the intention is not only pro-
tection from actual counterfeits, but
also separation from other systems.
Naturally, the cards of one country
should not be accepted in the Phono-
card acceptor of another country. In
order to obtain a secure separation of
different systems, the units (the 1's on
the value cards) are represented dif-
ferently in each system. The acceptor
should be able to recognize cards
foreign to its system as known
counterfeits and thus to refuse them
with high probability.

10. Appendix: Decision
procedure and
discrimination

At this point we shall try to obtain ra-
tional decision procedures by using
statistical methods. Intuitive con-
siderations are no longer successful
with higher dimensions (N) of the deci-
sion space. First we derive a test
which is optimal in a certain sense.
From this a suboptimal, but stricter,
test is developed which is more feas-
ible to be implemented in the accepter.

As lllustrated in figure 6, the raw sen-
sor signals (vector S(t)) are pre-
processed and transformed into a vec-
tor (or point) of a decision space & of
dimension N.

Transformation

T,:[S(1),0=t <T] —= ¥ (1)
Yt@E

whereby [0, T] represents the observa-
tion interval.

Although we wish to concern
ourselves in the following with the
decision problem only, some remarks
regarding the preprocessing, i.e. the
transformation T, (), are in order:

- As we shall show, the discrimina-
tion information | (i:]) plays a major
role between different hypotheses

H, and H, in the decision algorithm.
Ideally this | should not be decreas-
ed by the transformation T, (-); ac-
cording to Kullback [3], ¥ would then
be a “sufficient statistic” for the
discrimination.

- Normally the decision procedure D
(see fig. 6) is realized in software; on
the other hand the preprocessing
usually calls for carefully designed
analogue hardware.

10.1 The optimal test

In the space ¢subsets I, which are in
a certain sense optimal, are to be
defined, so that the hypothesis H;
follows reliably from Y € I, To achieve
this the Bayesian risk (see [4]) is in-
troduced, which will be minimized.

With E |} = mathematical expectation
and Prob (), P () = probability, this risk
(i.e. the expected cost) can be written
as follows:

E [Cost] =
M-1

b

I=0

M-1
Zcu Prob (Decision for H,

tet in reality H))

= Ecu -P(Y ¢TI and H); (2)
L

oy = cost factors

Altogether we consider M different
hypotheses.

To illustrate we shall consider a more
concrete problem: Let the hypotheses
H, and H, represent legitimate alter-
natives (e.g. 0 or 1 on an access permit
or credit card), and let H, ... Hy,, repre-
sent counterfeits. With more ex-
perience M can later be increased,
which merely means a change in the
acceptor software.

Theoretically there are of course in-
numerable false alternatives im-
maginable. Experience shows however
that only those counterfeits which can
be produced with relatively little ex-
pense can really be dangerous to the
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system. Thus the H, ... Hy; should
represent the (M-2) most dangerous
alternatives. Accordingly we now
choose the cost factors ¢ in (2).

c, = 0:
No loss I the decision is correct

c,; =0, forij=2

Mo loss il diflerent faise patlerns are conlused

Cj«cy, fori = 0,1:j=2.

Wesetc, =c;c, =€

i.e, low cost factor, if the good pattem is refused, but high
cosl, if the false pattemn 18 accepted.

Cgy = Cyp = C
Low cost factor i1 0 and 1 are confused.

or in matrix form:

(L] B iacvaeravios cc 7]
B GG i o1+
[ 3
[+
0 = [cy]
L ET =

By introducing conditional probability
densities p (y |H, we can write the
following for (2):

E [Cost)

- ES cy P(H) p(y|H)dy

L] T
= ES ¥ P(H) ply|H)dy (3)
] ]

In order to minimize the risk, the
subsets I; are chosen In such a man-
ner that the integrands in (3) become
as small as possible:

Y (I = all k#j:

Z¢;iP(H) p(yIH) <EXCwP(H) ply/H) (4

For the a priori probabilities P (H) we
set:

P(H) = P(H,) = p ()

As already mentioned, we assume zero
probability for the hypothese with
i=M. Thus:

M-1
D PiH) = 1—2p ®)

im2

From egquations (4), (5) and the
assumptions about the coefficients ¢
it follows that

D(I|H:} <p(y.|Hg

ZP{H]”““H"

Yerg «
— ply | Ho)

<c/ew

ply.|Hg <p (v.|H,)

M-1
Py |H))
YEI; o P(H) ———— <(C./Cp
B PR

— otherwise — not accepted. {7)

10.2 The suboptimal test

A simpler, stricter test can be realized
with (B):

ply | Hy) <ply | Hg)
2. ply | H)
e p—
Py | Ho)

y_{rud—b

ply. | Ho) <ply | Hy)
LET > ply | H) -
ply | Hy '
— otherwise not accepted. (8)
withy, = (¢ / ©)- — (i =2)
‘ (M2) PH) "
= (& ==
oryi = (/%) 5
1—2p
HPH)Yy= —— (i=2 9

(i.e. counterfeits have the same pro-
babllity).
We set vy, = ¥, = 1 and define:

. | ply | Hy) | Py (¥)
=log —————=log ———

a ply. | H) )

pily) = ply |H) (10)

then instead of (8) we can write:

Yyt L, >logyjfori= 0.

yeI, == L, > logyi'fori=+1. (11

We now define the following entity:

{0:) = EfLy|Hg =

Pal¥)

——— dy
jpnty_l log—2 )

(= lpo:p)) (12)

We call I(0:i) the discrimination infor-
mation of the hypothesis H, versus
hypothesis H, [3].

It is indicated in figure 6 how the ac-
ceptance rate (i.e. decision in favor of
H,, if H, is given) is influenced by the
discrimination information. In par-
ticular with large values of log v;' (e.g.
with a relatively great probability of
counterfeit) we need a suitably greater
l{o:i) for a reasonable acceptance rate.

10.3 The discrimination
information

This is a generalization of Shannon's
“mutual information".

It follows immediately from Jensen's
inequality (e.g. [5]) that

p:q) =0 (13)

with | = o +=» p = g (with probability
1 for generalized densities p,q).

In addition the following holds true for
statistically independent features (y,,

P U &

Wk:iyy, Yoo ¥R = il(kii;ﬂ (14)

(Factorization of densites
Pulyy ----¥n) & Pi))-

The discrimination information is in-
variant under non-singular transform-
ation [3]:

X =TY) — l(k:i;X) = Kk:i;Y) (15)
It follows from (13) through (15) that
(I(k:i))** can be Interpreted as a
geometric distance between the
hypotheses H, and H, after a cor-
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